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Abstract The traditional paradigm of system identification employs prior information on system structures and environments and input/output observation data to derive system models. Extensive research and development on its methodologies, theoretical foundation, algorithms, verifications, and applications over the past half century have established a mature field with a rich literature and substantial benchmark applications. However, rapid advancement in science, technology, engineering, and social media has ushered in a new era of systems science and control in which challenges and opportunities are abundant for system identification. In this sense, system identification remains an exciting, young, viable, and critical field that mandates new paradigms to meet such challenges. This article points out some potentially important aspects of system identification in these new paradigms, suggests some worthy areas of research focus, and most importantly opens the forum for further discussions.
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1 Introduction

Introduced in the 1950s as a method to model a dynamic system for control design[1], system identification in the classical sense has grown into a well-defined and mature field[2–9]. The traditional system identification comprehensively covers many aspects of the modeling process, including data acquisition (from a lab, a testing facility, or during system operation), model structure selection, parameter estimation, and model validation. System identification was inherently control oriented, often treated as an integral part of feedback control design procedures and adaptive control algorithms. Its typical formulation models a process as a parameterized system with observations corrupted by random noises. Its early development in this stochastic framework employed many results in stochastic analysis, statistics, time series analysis, convergence types and properties, etc. However, its inherent connection with feedback control introduced many distinct and profound features. Many algorithms have been introduced and their properties rigorously established, including the major milestones and fundamental results on least-squares algorithms[8, 10], prediction error methods[8], stochastic approximations[11–14], ordinary differential equation (ODE) approaches[11], Akaike’s information criteria[15–16], Rissanen’s minimum length data description[17], and many others. Unique system features in input/output observation noises and system feedback structures led to errors-in-variables identification scenarios[18–21], closed-loop identification[22], model order reduction[23], set-valued observations[24–25], frequency-domain feature extractions[26], and adaptation[27–29], as well as many successful application benchmark cases. To accommodate real time data acquisition and integration with feedback control, many recursive algorithms were introduced to reduce online computational and memory complexities.

Despite diversification in approaches, the traditional paradigms of system identification mostly employ the typical steps that cover both off-line modeling and real-time parameter estimation: 1) Physical system specifications: specify the plant that is to be identified together with controllable and uncontrollable inputs, measured and unmeasured outputs, signal ranges, system operating conditions, and targeted applications of the model. 2) Model class selection: select model structures, parameterizations, system orders, and other complexity entities. 3) Input design and data collection: design input signals, scenarios for data collection, sampling schemes and rates, quantization, and time horizons. Typically, input signals must be sufficiently rich to meet persistent excitation conditions that ensure its capability to extract parameter information. Based on the designed and implemented inputs, one performs experiments, collects data, either online or off line, and characterizes data errors either in statistical terms or bounds. 4) Parameter or function estimation: design estimation algorithms, either off-line bulk algorithms or online recursive ones, to extract model functions or parameters by using as much information as possible from the structural information and data. 5) Model validation: evaluate the model’s reliability by applying it to a variety of operating conditions, comparing model predictions and actual measurement data, and evaluating model reliability, accuracy, robustness, convergence, etc. The above steps are often iterated until a satisfactory model is obtained. In this line of study, a vast literature has been generated, and most aspects have been carefully and rigorously studied. In this sense, the classical system identification is a highly mature field and provides a rich treatise of understanding and schemes to support related usages of the modeling process, including monitoring, control, diagnosis, decision, and system improvement.

Naturally, when a field is so heavily studied, new but related problems will emerge, motivated by applications and also mathematical extension. Most notably the school of non-stochastic system identification, often called “worst-
case identification”, that regarded noises as “unknown-but-bounded” was active in the 1990s[30–32]. In seeking a set-membership-type characterization of system models in relation to this worst-case formulation, this school linked system identification to its utility with robust control, especially $H_{\infty}$, $L_1$, and structured uncertainty. Thanks to this connection with the robust control community, it often used explicitly the term “control-oriented” identification to emphasize its connection to robust control and the needs of a set-type model characterization[33–35]. This development borrowed several important concepts and findings from approximation theory and information-based complexity[36–38], including model approximation under the $H_{\infty}$ and $L_1$ metrics[39–45], worst case identification under time-domain data and unknown-but-bounded noise characterization, frequency-domain $H_{\infty}$ identification[46–52], and related model validation[53–55]. These methodologies characterize model structures and modeling error bounds to be compatible with the robust control frameworks, especially the $H_{\infty}$ and $L_1$ theory developed in the 1980s. Emphasis of complexity analysis in this school[52, 56–58] has introduced new tools into the field of complexity analysis and enhanced our understanding of fundamental limitations of identification methods and data structures. On the other hand, certain emerging concerns with the methodologies, such as conservativeness of the bounds, time complexity in reducing model uncertainty, computational complexity in finding optimal models, and simple and practical algorithms for adaptation, provided much-needed food for thought for a holistic viewpoint of modeling processes, and as such energized the field of system identification towards developing broader frameworks and accommodating new application advancement.

Technology advancement during the past two decades in many frontier fields, especially in information technology, has fundamentally changed the landscape for control system science and engineering. Classical industrial process control systems were mostly single-loop and individually-designed controllers, and only sporadically considered system interactions and coordinations. With penetration of networking concepts, communication systems, and complex systems into many application areas, systems have experienced profound structural expansion and become increasingly interconnected. For example, automotive systems are linked by communication networks both intra-vehicle and in regional V2V (vehicle to vehicle) and V2I (vehicle to infrastructure) highway systems; airplanes and space shuttles experience thrust into more extreme conditions in their speeds, power, temperature, and system complexity; systems biology departs from traditional reductionism and focuses on biological interconnections of cellular networks; medical devices are increasingly employing micro-electro-mechanical systems (MEMS) and NANO technologies; distributed renewable generators and smart grids have created many microgrids with communication networks; advanced sensor networks are inherently team operated; internet search and information processing engines have entered cloud computing age; and the list goes on.

These new technology progresses have intrinsic needs for system identification. For instance, a key aspect of systems biology is mathematical modeling of cellular networks and their interactions, such as gene regulatory networks, to understand mechanism of inheritance, mutation, and living organism’s feature development. Recently introduced concepts of cyber-physical systems emphasize coordinations of computer, control, and communications (3C) to study systems holistically. These technology growths have motivated the system identification community to reevaluate its traditional frameworks, look more broadly for new application areas, formulate new problems, recognize new issues, understand new constraints, and explore new solutions. This trend has provided exciting research opportunities, introduced daunting challenges in seeking new techniques, and prompted an urgent need for new tools with practical utility.

In light of new system structures and diversified application domains, system identification must adapt itself into broader paradigms. In this broad and holistic doctrine, system identification aims to reduce uncertainties on signals, systems, and environment, to extract information from data and knowledge databases, to compress information into models, in order to support related information processing procedures such as control, monitoring, diagnosis, decision, and coordination[59]. Information processing, storage, transportation, and sharing take valuable resources from data, communications, computation, and measurements; and as such optimal resource utility and control other analysis become mandatory. While system identification enjoys distinct features, it shares similar goals to feedback mechanism, robust control frameworks, and adaptation procedures, which employ different means to process information and counteract uncertainty. As a result, studies of system identification can benefit from an integrated and interdisciplinary approach in which coordination of information processing and resource distributions can be optimized.

Mathematically, system identification is an inverse mapping problem: seeking an inverse of the suitable static, dynamic, or functional mapping from unknown internal parameters or states to measurable variables. Data mining, pattern recognition, machine learning, and statistics, among others, are pursuing similar objectives. Consequently, system identification can absorb ideas, methods, and algorithms from these fields to enrich its own toolboxes.

In the following sections, we describe some areas and issues in which system identification can be studied and expanded to, hopefully, assist and impact technology development. As expected, the descriptions of future directions are always influenced by the writers’ limited knowledge and bias. Many predictions may turn out to be irrelevant in their parts or entirety. The purpose of this article is to point out some promising and important aspects of system identification in some new paradigms, suggest some focus areas, identify key technical obstacles and potential approaches, and most importantly stimulate innovative ideas from others and open the forum for further discussions.

The remaining part of the paper is organized into the following sections. Section 2 discusses broader types of uncertainties that system identification should consider. Communication systems play a pivotal role in networked systems. Section 3 highlights some new issues that are unique to identification of systems that contain communication channels. When systems become interconnected and more complex, they naturally introduce nonlinearity and random factors. Although these have been extensively
studied in traditional system identification, numerous new issues arise that present new challenges. These are summarized in Section 4. Section 5 is devoted to emergent phenomena for system identification caused by new data types and patterns from the information age. Section 6 elaborates reasons why complexity analysis should draw more attention in relation to smart usage of resources. Embedding system identification within intended applications, objective-oriented system identification is delineated in Section 7 such that more diversified performance indices and criteria can be germinated. Section 8 encourages software tool developments on tools that are user-friendly and efficient. Finally, Section 9 summarizes the key viewpoints of this article and suggests several pathways to nurture new paradigms of system identification.

This article is based on its earlier Chinese version\(^ {60} \), with some alterations.

2  Accommodation of broader types of uncertainties

Traditional system identification was mostly focused on random additive observation noises and actuator noises, as well as some randomly jumping processes affecting system parameters. Observation noises typically arise from sensor thermal noise, measurement errors, and lower-level communication errors. A typical paradigm of system identification states that when an input is applied to a dynamic system and the system output is measured with additive random noise corruptions, system identification aims to acquire as much information on the system’s characteristics as possible from such noise-infested observations. In this framework, stochastic analysis methods\(^ {61−63} \) have played important roles. It is well perceived that they will retain their prominent positions in new paradigms of system identification. However, practical systems encounter much broader types of uncertainties. Incorporating more diversified uncertainty types in system identification will lead to new directions and methodologies of system identification beyond classical stochastic analysis.

1) Expanded stochastic noise types. While additive random observation noises form the central scenario in classical system identification, new applications will much broaden the varieties of noises. In new applications, stochastic uncertainties will stem from more diversified scenarios, such as simplified sensors like binary-valued sensors, data coding and decoding, compression, random transmission delays in communication systems, or even artificially added randomness for facilitating information treatment. Correlated noises with time- and space-dependent statistical characterizations, network structure-dependent noise types, random sampling schemes, asynchronous and uncoordinated random streaming of data in different parts of a networked system, and multiplicative noises are some examples of new types of stochastic noises that need to be accommodated.

2) Deterministic worst-case types. Much of a system’s structural uncertainties arise from model simplification. For instance, representing an infinite dimensional system by a finite dimensional system or a higher-order system by a lower-order one may introduce unmodeled dynamics; using a linear model to approximate locally a nonlinear function or using simpler nonlinear functions to represent mappings of unknown structures can produce model mismatching; and clustering high-complexity system components will inevitably leave structural uncertainties. Such uncertainties are not of random nature since they do not change randomly with each observation point, and hence do not demonstrate “averaging” effects of random phenomena. A fundamental consequence is that their effects cannot be attenuated by applying the laws of large numbers or central limit theorems, nor appropriately described by statistical analysis. These uncertainties directly impact estimation accuracy and characterization, and hence they need to be included in system identification. Such uncertainties are more suitably represented by deterministic worst-case type\(^ {31,64−68} \). Other than some limited explorations\(^ {66} \), incorporation of both worst-case and stochastic uncertainties remains an open field.

For example, a battery system involves complicated chemical and electrical processes. Nano- and micro-level models exist, but are too complicated for real-time system identification. Typically, focusing on their macro behavior means that the model structure we choose involves errors from clustering system components, model mismatching due to unknown model structures, and unmodeled dynamics when a low-order differential equation model is used. 3) Uncertainties from lack of data and information. There are uncertainties that may be of random nature, but their statistical properties cannot be obtained due to lack of data or related information. For example, when we model a communication network for a mobile system (such as autonomous highway vehicles in platoons, or unmanned aerial, ground, and underwater vehicles), the effects of “mobility” and “terrain conditions” are extremely difficult to model. Unless the terrains are repeatedly used, the data we receive cannot be accumulated to suffice a statistical analysis of the network model. Similarly, reliable dynamic models for cellular networks require real-time and large-throughput data in next-generation DNA sequencing, which are still unavailable at present due to limitations in instrumentation. Vague and imprecise descriptions and partial information must be used to facilitate system identification and information processing under these circumstances.

4) Uncertainties due to lack of computational capability. Even for systems that have well established model structures, computational capability limitations may not allow us to build such a model for system identification. For example, a weather forecasting system involves many factors and their histories. While historical data may be available, factoring them into the model will render an enormous computational burden that makes “forecasting” irrelevant. Eliminating many factors which are deemed “minor” so that the model building process becomes feasible must be compensated with a description of “truncated” subsystems and their impact, which is usually not random. Studies of complexity issues in such cases will become increasingly important for quantitatively understanding how to use computational resources smartly.

5) Uncertainties due to structural switching. Complex systems are characterized by interactions of their subsystems. Such interactions are exemplified by their network topologies, which often change with time. Communication channels are assigned according to data traffic and priorities, and hence are always dynamically changing.
their routing topologies. In internet searching and computing engines such as Google search, parallel processing, and cloud computing, data are streamed from multiple and ever-changing pathways and reconfigured back to their original structures at the receiving site. When such changes cannot be directly observed, they must be viewed as uncertainties. This is a vastly open field in which the questions of topology dynamics, their impact on data accuracy and reliability, and information processing robustness under such dynamic networks remain largely unknown at present.

What is needed in this direction is to include multiple types of uncertainty descriptions in designated identification problems. Coexistence of multi-uncertainty types is easily understood in practical systems. For instance, while unmodeled dynamics (from order reduction) and model mismatch (from function simplification) should be described in an uncertainty set, modeling noises in stochastic frameworks is more reasonable and less conservative than the worst-case formulation. In addition, partial information on the system will add another piece of structural information. Potential approaches include: 1) within the framework of the ODE approaches for convergence analysis of stochastic approximation algorithms, one may use differential inclusions to accommodate the impact of worst-case-type uncertainties; 2) in convergence analysis using martingale convergence theorems, one may consider the worst-case scenarios when the underlying systems have deterministic uncertainties; 3) in estimation error characterization, one may use worst-case probabilistic errors when applying standard bounds and large deviations principles; 4) in regime-switching systems, one may deal with integrated models of hybrid systems and formulate joint identification problems. In this pursuit, it is necessary to study network topology uncertainties so that networked system identification can be properly studied. At present, research effort in integrating different types of uncertainties in system identification is increasing but remains sporadic. More persistent and organized team efforts will be needed to advance this research frontier.

3 System identification under networked systems and communications

System identification has become a mature field in standard system settings, mostly in small-scale and single-loop structures. On the other hand, one of the dominant trends in physical system developments is that systems become increasingly interconnected. More often than not, system interconnections are provided by communication networks, which include typical wireless communication systems and signaling systems of living organisms such as cellular signaling. Unlike traditional process control systems in which one concentrates on the control of one process at a time, nowadays system interaction and coordination are of substantial proportions that demand a new look at system identification frameworks.

Examples are numerous. In smart grids, renewable and distributed energy generators, controllable loads, smart meters, phaser measurements, and the concepts of microgrids have broken the legacy notion of the standard power grid structures and mandated new methods for information gathering and characterization of subsystems. Large-scale battery systems consist of thousands of battery cells and modules, whose real-time characterization requires a new tool set of networked identification. Biological systems and human-patient modeling must include interactions of many subsystems, from blood circulation to metabolism, from immune systems to neural signal transmissions. Highway vehicle control, as well as unmanned aerial, ground, and underwater vehicles often form mobile teams to accomplish a coordinated mission. Distributed computing and information processing, such as cloud computing, will take over dedicated computer systems to become the new norm. Systems biology, material science, patient management, weather forecasts, and finance frequently employ the multi-scale modeling structures that seek to seamlessly move from molecular or even atom level subsystems to congregated higher level models for targeted information processing.

These problems demand new identification methods and have already started to attract attention. The main new challenges derived from the networks include communication constraints and characterizations, dynamic switching network topologies, data flow constraints, and network complexity issues. To accommodate such new developments, system identification must consider network-related issues including, but certainly not limited to, the following aspects:

1) Local information. Networked systems can be of enormous scales. Information traffic through the network creates overhead costs, uses precious network resources, and causes congestions. It is desirable that data acquisition be confined to neighborhood data flows. How to use the network structures to propagate processed information, rather than centralized raw data storage and processing, for networked system identification will be of great utility in such systems.

2) Communication constraints and uncertainties. Unlike dedicated wired grids, wireless communications are far more dynamic and uncertain. Communications are constrained by power limits and available bandwidths. Typical communication systems involve sampling, quantization, data compression, and source coding to reduce data sizes and increase transmission reliability. Wireless communications are usually shared by many users. Packet loss, transmission delays, errors in transmission are common. The impact of such uncertainties on system identification must be carefully studied. These uncertainties are influenced by data flow throughput and power level, and can be managed by transmission protocols and coding/decoding schemes. Such new elements demand a fresh look at system identification. The recent development of quantized identification and sampling schemes for state estimation is an effort in this direction. The inclusion of communication design as part of system identification will be of great interest.

3) Reliability of system identification under network topology variations. Unique to internet and wireless communications, communication networks that link subsystems are changing all the time. Especially in mobile systems or networks of high traffic volume, channels can be lost and connected randomly due to signal path changes, terrain conditions, and competition for channels by users of different priorities. Burst-type traffic, such as conversations, uses network resources for a short time interval with large demands and then releases them. On the other hand, system identification is usually a steady task,
requiring persistent data to maintain its functionality. Consequently, networked system identification under randomly switching network topologies and other uncertainties will be a worthy area for exploration.

4) **Identification of network structures.** Unlike traditional system identification in which model structures can be selected from a few typical choices, complex and interconnected systems must identify system structures [76]. This is especially true in gene regulation networks [77–79]. Understanding cell-cell interactions and signaling mechanisms from molecular and cell biology will form a foundation for developing potential networked model structures to explain emergent properties of proteins, but present a major challenge for network structure identification.

To deal with the above challenges, some recent efforts appear to be promising and worth further investigation. We list a few of them here. 1) We need a theory of system identification under irregular and asynchronous sampling times [75]. Communication networks introduce packet losses and delays. Consequently, data arrive at unpredictable times. Input excitation signals can be commanded but will be executed at some unknown times due to the same reason. 2) We need a theory of system identification for delay systems. Delays introduce infinite dimensional systems and force consideration of functional stochastic or regular differential-integral equations. To facilitate control design and adaptation, the delay time needs also to be estimated. 3) We need a theory of system identification using localized or neighborhood information. This information-structure constraint may be formulated within the identification algorithms (adaptive filtering, recursive least-squares, stochastic approximation, etc.) as a structural matrix that defines the information flow topology. Convergence analysis with such constraints will lead to a meaningful new area of networked system identification. 4) We need a comprehensive theory of joint system identification and state estimation for hybrid systems that involve system uncertainty and unknown events. Such a theory will include communication networks as part of identification problems.

### 4 Identification of stochastic and nonlinear systems

The identification of stochastic systems has a long history and now is in a new development stage, for instance: from linear systems to nonlinear systems; from a single process to networked systems; from control-oriented focus to interdisciplinary research, such as systems biology, aviation and aerospace technology, quantum and nano science, finance, etc.

After decades of extensive research, stochastic identification frameworks have shown clear signs of maturity in theoretical foundation, algorithm development and refinement, accuracy and convergence properties, and applications. Typical tools include Chebyshev-Markov-Stieltjes inequalities, Chernoff bound, martingale convergence theorems, laws of large numbers, central limit theorems, large deviations principles, Markov chains, stochastic differential equations, etc.

Nonlinear system identification has been pursued by many researchers [80–81]. Generally speaking, the nonlinear phenomenon is the rule rather than the exception. Consequently, nonlinear system identification is inherently diversified. Current research on nonlinear system identification is highly active, fruitful, and exciting on the one hand, but lacks inter-connections and collaborations on the other. Relatively extensive results exist for nonlinear systems of special structures, such as Wiener systems [84–86], Hammerstein systems [84–88], and their extensions [89–90], nonlinear autoregressive model with exogenous input (ARX) systems [91], systems with quantized observations [92–93], kernel and subspace methods [94–95], and regime switching systems [96–97], among others.

System identification will encounter more and more time varying, stochastic, and nonlinear components. First, if system parameters vary with time or operating conditions, or experience sudden changes, their behavior resembles internal states. Joint estimation of system parameters and states inevitably introduces nonlinear problems. Essential properties of such systems, such as joint observability, identifiability, and signal persistent excitation conditions are largely unknown at present. When identified models are used in control, decision, and optimization in real time, random noises will enter the system through nonlinear pathways, leading to stochastic nonlinear systems. Typical environment information such as noise stochastic characteristics is difficult to obtain a priori, and hence must be extracted from observation data also. Combined identification of system parameters and environmental conditions is a nonlinear problem. Finally, time variation will result in irreducible errors, similar to the famous “Uncertainty Principle” in physics [98]. Since integration of system identification and control in real-time implementation often introduces time varying components, irreducible errors and time/space complexity in stochastic nonlinear identification problems are of essential importance.

Along with the tremendous scientific progress in the last few decades, boundaries among different research domains become increasingly blurred, and correspondingly new identification and estimation problems for stochastic nonlinear systems emerge from diverse areas. These are exemplified by system modeling and identification of smart-material actuators, financial data modeling and prediction, the structural and functional inference of genetic regulatory networks, and the key node detection of world wide web and social networks, among others. These topics are challenging, require collaboration among experts with different backgrounds, and also open great opportunities.

New schemes that can potentially promote expanded solutions to stochastic nonlinear identification may encompass cascaded and hierarchical recursive algorithms, set-valued system identification, stochastic subspace methods, kernel identification, etc.

### 5 System identification in the era of data explosion

Historically, acquiring information is expensive since it involves sensors, measurement devices, and wiring and packaging. On the other hand, due to the standard wired structure and readily available on-board computers, information transformation is easy and information processing in a computer is relatively cheap. Under such scenarios, data acquisition is well-specified, -designed, and -controlled, and the collected data are all useful. Consequently, in typical system identification experiments, we
focus on choosing correct input forms to make them “per-
sistently exciting” and the corresponding system outputs
are well defined. In the process, almost no unnecessary
information is generated.

The new scenarios are emerging: systems are increas-
ingly inter-connected by wireless networks; advanced data
acquisition devices are placed in many ports to serve mul-
tiple purposes. For example, smart meters are now in-
stalled at millions of end users to support smart grid de-
velopments. Traffic conditions are monitored using V2V
and V2I communication systems that collect data on traf-
fic flows, weather conditions, and accidents, among others.
Such devices indiscriminately collect data in fast sampling
schemes and in large volume before storing them in design-
nated databases. For system identification, such data flow
schemes represent a new scenario in which data acquisi-
tion is cheap, but data transformation, transportation, and
processing become very expensive. This trend has gener-
ated a hot buzz around “data mining” in the computing
community[99].

System identification development has not adapted itself
to be comfortable with such new information structures
yet. In such scenarios, useful data must be intelligently
extracted from the databases, compressed, quantized, and
coded for reduced complexity to facilitate transformation
to and through networks, then reconstructed and processed for
system identification. There is a vast opportunity to de-
velop new paradigms of system identification in this do-
main.

Thanks to their data specificity, massive data carry in-
formation in vastly different structures and contents. As
such the generic study of massive data processing and algo-
rithms may not yield efficient tools. From this viewpoint,
it is necessary to take an interdisciplinary approach, by
which one identifies information structure, designates data
formats, describes “useful” information for targeted appli-
cations, derives causal data relationships to model struc-
tures and parameters, devises efficient algorithms, and even
develops new embedded or distributed systems for system
identification with massive and sparse-information data. It
is always desirable to treat (or pre-treat) data at local data-
generating sites to avoid unnecessary data shuffling. Con-
sequently, parallel, asynchronous, distributed data process-
ing will naturally be characterizing features in large-data
system identification paradigms. In this respect, system
identification can borrow ideas from many branches of data
system identification paradigms. In this respect, system
identification needs to tolerate more delays and er-
nors that are typically associated with low-power transmis-
sion. To reduce bandwidth usage, one needs to reduce
sampling rate, use low-resolution quantization, apply data
compression, decrease data redundancy, employ partial in-
formation, etc. All of these considerations are relatively
new to system identification and form promising grounds
for new research directions.

In traditional system settings, resources are commonly
related to data acquisition costs, including sensors, sensor
types, sensor locations, numbers of scenarios to be cov-
ered in identification experiments, data duration, sampling
rates, and data storage needs, among others. In this sense,
if one can eliminate a sensor, use a cheaper sensor, or rely
on smaller data sizes, resource utility is reduced. Such re-
duction will have impact on identification quality (such as
the accuracy or sizes of uncertainty sets) and speed (such as
convergence rates, Cramer-Rao (CR) bounds, information
criteria).

Rigorous studies of such impact are of fundamental na-
ture and become more and more important. Historically,
worst-case identification employed information-based com-
plexity and complexity notions in approximation theory
to study model complexity, identification speed, and irre-
ducible errors[30–38]. Similarly, pursuit of irreducible iden-
tification errors by using CR lower bounds and informa-
tion criteria in model complexity reduction has been well
accepted as essential to system identification in stochastic
frameworks[8, 12, 93].

There are tremendous opportunities in exploring com-
plexity issues in system identification and its connection with
control[52, 104]. Due to technical difficulties, this has not
been a common pursuit in the past. In new paradigms
of system identification, one should look into building new
complexity results from the profound theoretical founda-
tions in approximation theory, statistics, information the-
ory, and computational complexity. The following four pil-
lars can be integrated to develop a new complexity theory
for system identification in a cross-disciplinary platform.

1) Approximation theory. Identification time
and sampling complexity[52, 56, 68, 98], model complexity[57],
feedback complexity[58], can be viewed as different types
of complexity results in approximation theory. In fact,
in a broader view, a feedback system’s capability in pro-
viding robustness can be expressed in approximation the-
ory as well. Consequently, when we describe unmodeled
dynamics, model mismatch, model uncertainty set, re-
duction of uncertainty by feedback, or uncertainty reduc-
tion by acquired data, our complexity analysis can ben-
efit greatly from the complexity results in approximation
theory[36–37, 103].

2) Statistics. The celebrated Cramer-Rao lower
bound[105] and Fisher information[106] define precisely the
information contents contained in noise-corrupted data
about system parameters. Fisher information matrices
have found diversified applications[106–107]. However, it re-
mains a puzzle how to combine this characterization with
communications and approximation theory to derive a com-
plexity theory of broader appeals.

3) Information theory. Shannon’s information the-
ory is a fundamental foundation for information. Its im-
port on source coding, channel coding, data distortion,
and data compression are well recognized[108–111]. In ad-
in-
complexity in signal processing. In system identification of networked systems, the information theory should be a foundation as well. However, it must be expanded to incorporate other complexity measures.

4) Computational complexity. Computational complexity was traditionally studied in computer logic, automata, and computer languages. It focused on classification of computational procedures in terms of -class vs. -class. Generally, a -type problem is viewed as “computable” and an -type problem is “intractable”. However, for system identification and control applications, this fundamental characterization of computational complexity is not sufficiently detailed to provide a viable constraint on system identification algorithms. At present, it is not clear how this can be resolved. On the other hand, the concepts that have been used in physics, quantum computing, molecular modeling, may provide some guidance, including algorithmic complexity and information, entropy, etc.

7 Objective-oriented and integrated system identification

System identification is focused on modeling a system using real-time operational data. The terms of “control-oriented identification” and “adaptive control” represent the most pronounced effort in arguing that system identification should be integrated with control. Integrated system identification aims to coordinate its functions and complexity with its goals in control, decision, monitors, and diagnosis, so that resources can be saved.

1) First, system identification should be formulated within usage, such that it will achieve the goals without excessive usage of its resources. Otherwise, valuable resources will be wasted. For instance, for most fault detection and diagnosis problems, the objectives are to distinguish if the system is in the “normal” range or a “fault” has occurred. In this aspect, it is unnecessary to pursue convergence of parameter estimates or even high precision. Another case is vital sign monitoring for humans, including heart rates, respiratory rates, blood pressures, etc. For patients with normal heart and lung functions but high blood pressures, more resources should be directed toward blood pressure estimation for closer monitoring on these higher priority variables. In other words, critical parameters and nonessential parameters can be assigned different accuracy and priority scores in goal-oriented identification.

2) Both system identification and feedback mechanisms are to enhance a system’s ability in dealing with uncertainty, and as a result their functions can assist each other in a coherent platform. The reason for uncertainty reduction is related to its targeted applications. Reduction of uncertainty on the system may imply more accurate control, better monitoring reliability, and better system protection through diagnosis. On the other hand, there are other mechanisms that can help to achieve these objectives. For example, feedback mechanism can, when used properly, achieve accurate control under large system uncertainties (robust and adaptive control). Partial information from interconnected systems can help in diagnosis (medical diagnosis and deductive learning). Consequently, the task of system identification, when viewed as part of a larger system structure, will vary, depending on its usage. It may not need to be so accurate if other means can help. The smart design of control structures and functions in assisting identification is highly interesting and promising.

3) Networked systems interact, and subsystems influence and possess information about their neighbors. Also, sub-systems have different objectives and specifications. Using networked information to help identification of subsystems will yield better solutions than centralized processing or uniform commitment of resources to all subsystems. At present, this direction has not been actively researched.

Goal-oriented information processing takes more prominent roles in some related fields, such as machine learning, data mining, congregation of Markov chains, and Petri nets, perhaps due to their encounters with resource limitations, curse of dimensions, and computational complexity. Concepts and ideas from these fields can be of help for system identification.

8 Customer services: user-friendly and efficient tools

Tools for system identification have been pursued, mostly in code development, such as System Identification Toolbox in Matlab/Simulink. At present, applying system identification methods in practical systems requires advanced training in this field. Although it is easily observed that system identification should be part of many practical systems, its online applications for real-time updating and controller adaptation are still limited. Currently, most modeling efforts are off-line. In particular, for more complicated systems, even traditional systems such as chemical processes and automotive systems of multi-input-multi-output configurations, the current tools for system identification remain inadequate.

Learning from consumer product development, especially consumer electronics, one observes that while most people do not understand high technology concepts and details in iPhones, Facebook, or cloud computing, people use them routinely and happily. This is due to the user-friendly tools that are added to the core technologies in these gadgets. To make system identification part of routine utility in control systems, control strategy adaptations, and reliable monitoring and diagnosis, tool packages need to be developed so that engineers of very limited background in system identification can learn to use the tool packages easily and quickly. Image a hand-held box of “Smart SYSID” or a special-purpose embedded system: signal connections from the physical system prompt a window of a few manual items; and a few button pushes will generate system characteristics and models.

9 Conclusions and suggestions

This article summarizes promising and important directions for system identification, within the doctrine of uncertainty, information, and complexity, and its perceivable impact in several emerging and critical application areas. We hope that this preliminary exploration of strategic directions can stimulate further thinking in the field, and we wholeheartedly welcome comments and opinions. In a broad sense, system identification aims to reduce uncertainties for assisting decisions. Along with new technology advancement, the field must reposition itself to create new frameworks to meet emergent challenges in terms of problem formulation, methodology development, theoreti-
cal foundation, software tools and hardware modules, and user application packages. This will require coordinated effort, team collaboration, and persistent and designated funding. To accommodate such developments, we offer a few suggestions.

1) **Critical areas.** In consideration of the vast spectrum of new application areas and limited resources, it is advisable to coordinate research activity towards several thrust areas that have been identified as the high-impact areas by many countries, which have experienced rapid infrastructure development and vast R&D investment. In particular, the following three areas are worth special attention: 1) Life science advancement. These are exemplified by systems biology, medical devices, sensing and control technologies for drug delivery and human monitoring, and modeling and control for human systems. 2) Advanced transportation systems. These include electric and hybrid vehicles, batteries, automated highway vehicle management, unmanned aerial, ground, and underwater vehicles, mobile robots, distributed sensing systems, etc. 3) Renewable energy and green economy. Distributed generation, wind, photovoltaic, thermal generators, smart grids, and distributed optimization for power dispatching are typical examples.

2) **Open access databases on system identification.** Establishing openly accessible data centers for methods, algorithms, theoretical findings, application benchmarks, and software packages will facilitate research collaboration for researchers, engineers, and students. To promote technology transfer and enhance impact, the field’s development must be interdisciplinary with broad participation. Collective development of the above databases is one of the means to stimulate team coordination and collective wisdom.

3) **Advanced experimental centers.** New paradigms of system identification will be characterized by large data and information processing, extensive networked systems, and interdisciplinary research activity. For example, experimental data acquisition and system validation on high-speed trains, space shuttles, smart grids, autonomous flying machines, and grid-scale battery systems require expensive testing facilities, fast computing machines, and vast communication network infrastructures. These are typically beyond most individual research groups or institutions. By providing such national facilities to all research groups, many more teams can pursue new strategic directions, creating a healthy and stimulating competitive environment to advance new system identification technologies.

4) **Talent development.** Paradigm shifting from traditional small and local systems to networked systems of various technology areas must be supported by new interdisciplinary talents who have both strong theoretical training and in-depth domain knowledge. As compared to traditional system identification, the new strategic directions are far more uncertain and require new ways of thinking in terms of problem definition, model structures, constraints, tools for solving new problems, software packages for simulation, data acquisition, optimization, etc. Interdisciplinary talents are integrators who will learn material from new fields, formulate meaningful problems, consolidate teams of diversified expertise, and seek usable solutions in sync with technology advancement so that the domain experts of specific areas can actually benefit from the findings.
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